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Hypothesis Test Difference
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HYPOTHESIS TESTING FOR DIFFERENCE OF POPULATION PARAMETERS 

Grace S. Thomson

Instructor

HYPOTHESIS TESTING FOR DIFFERENCE OF POPULATION PARAMETERS
Part of important studies within business and decision-making are the ones related to hypothesis for difference of population parameters; it is testing the difference between two population means or two population proportions.

In order to run an efficient test you will need to choose a sample that represents your population effectively.  There are 3 other elements you need to observe:

1. Are samples dependent or independent

2. What is the samples size?

3. What information do you have about the population?
Let’s say that you want to run a hypothesis test to prove that the sales of your branch # 1 are the same as the sales of your branch # 2.  

Size and relationship between the samples

When you are working with independent samples, you are free to decide if you want the sizes of these 2 samples to be the same, or different.  e.g. You may pick 25 customers at branch # 1 and 30 users at branch # 2  (based on sample size needs, remember?);  or you may pick 25  in branch # 1 and 25  at branch # 2 .   

When samples are dependent, you need to maintain the same number of observations for each sample in order to be consistent with your analysis.  The typical comparison between them is whether there is a difference BEFORE or AFTER the experiment you are going to perform.
Information about population of origin

The element about information is important, too. Certainly you don’t know much about the population mean (that’s why you are running the test) but you will need to assume characteristics for the variances of the real population, as this will change the formula you will use to test your hypothesis.
Typical cases in Hypothesis testing

For both dependent and independent samples, the formulation of the hypothesis test for difference of means may present the following cases:

2  equal and known, n >30

2  equal and unknown, n >30

2  equal and unknown, n <30

Notice that in all cases, we are assuming that variances are equal. This is a very strong assumption in Statistics.
Independent samples 
A test of difference of population means can be one-tailed or two-tailed depending on the alternate hypothesis.
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For lower-tail tests:
Ho:  1>2 or  1 - 2  > 0

Ha:  1<2 or  1 - 2 < 0

Use Zstatistic , when population variances are known (2) and n>30
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Or, 

[image: image1.wmf]ç

ç

è

æ

÷

÷

ø

ö

+

-

=

2

1

2

1

1

1

n

n

s

x

x

Z

p

   


Where:  
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When population variance is unknown and n>30
And compare it to Zcritical  for lower tails.
=NORMSINV() 
=NORMSINV(0.05)= critical value of -1.645.

State your decision rule and draw a conclusion.
Use tstatistic when population variances are unknown and n< 30.  
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                                 Where:  
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and compare it to tcritical 
= TINV(n1+n2-2)=  the result will depend on the degree of freedom (n1+n2-2)
Notice alpha is multiplied by 2 when performing a one-tail test. 

Remember to write a negative sign in front, to indicate the rejection area is to the left.  
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For Upper-tailed tests
Ho: 1<2
Ha: 1>2
If you are using Z test, use the same formula for Zstatistic  but compare it now to Zcritical  for upper tails
=NORMSINV(1- ) 
=NORMSINV(0.95) = critical value or cut-off for of 1.645.  

If you are using t test, use the same formula for tstatistic  and compare it now to tcritical  for upper tails. 
=TINV(n1+n2-2)
=TINV(0.10, n1+n2-2)   the result will depend on the degree of freedom (n1+n2-2).
Notice alpha is multiplied by 2 when performing a one-tail test, to allocate the cut-off point to only one side.
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For Two-tailed test

Ho:  1=2 

Ha:  1≠2
If you are using Z test, use the same formula for Zstatistic  but compare it now to Zcritical  for two tails.

=NORMSINV
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 = NORMSINV(0.025) = +1.96 

Notice alpha is divided by 2, to allocate the cut-off point to both tails. 

If you are using t test, use the same formula for tstatistic  and compare it now to tcritical  for two tails. 

= TINV(n1+n2-2)=  the result will depend on the degree of freedom (n1+n2-2)
Notice alpha is no longer multiplied by 2 when it’s a two-tailed test.
Application of Hypothesis Test for Difference of independent means.
A study has been prepared with information about book-return times for students in 2 universities:  NORTHERN and SOUTHERN.  Data for return times for each school are shown in the following table.  Can you conclude that the average return time for students at NORTHERN and SOUTHERN is the same?  (Use = 0.05 significance level)

           Book-Return times for two University bookstores

                                            (in days)

	
	

	NORTHERN
	SOUTHERN

	2
	3

	4.3
	6.5

	8.5
	5

	3
	7.5

	2
	8

	
	4

	
	3


Use SOCR Analyses (http://socr.ucla.edu/htmls/SOCR_Analyses.html):

Choose Independent Sample T-statistics!
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	Result of Two Independent Sample T-Test
Variable 1 = Northern


Sample Size = 7


Sample Mean = 3.829


Sample Variance = 5.022


Sample SD = 2.241


Variable 2 = Southern


Sample Size = 5


Sample Mean = 6.000


Sample Variance = 4.125


Sample SD = 2.031


Degrees of Freedom = 10


T-Statistics (Unpooled) = 1.748


One-Sided P-Value (Unpooled) = .055


Two-Sided P-Value (Unpooled) = .111
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This looks like a two-tailed hypothesis test for difference of means:

Step 1  Identify the population parameters
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1 = average return time NORTHERN students

2 = average return time SOUTHERN students

The hypothesis test will be formulated like this:

[image: image46.wmf]ç

ç

è

æ

÷

÷

ø

ö

+

-

=

2

1

2

1

1

1

n

n

x

x

Z

s


This is a two-tailed test
Step 2   Determine test to be used
Run a t-test because the population variance is unknown and n= 30 for each sample.

Step 3  Compute critical values and formulate decision rule

Critical value must be t, at 0.05 level of significance and 10 degrees of freedom;  n1+ n2 -2  =  5 + 7 -2 = 10.
=TINV(0.05,10) =  + 2.23.
Decision rule:  Reject the null hypothesis if t-test from the sample data is larger than 2.23 or smaller than -2.23.

If tstatistic> tcritic   and tstatistic > -t critic   Reject Ho

Otherwise,   do not reject Ho

Step 4  Compute the statistic  t

Using the formula for tstatistic,                  
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Use Excel to compute the samples mean and the standard deviation (pooled) of the samples.
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Use the variances to compute the pooled standard deviation sp:
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Plug it in the t-statistic formula
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Step 5:  Draw a conclusion

Given that  tstatistic 0.966 < t critical  +2.23  Do not reject Ho.
“We have enough statistical grounds to say that population mean 1 is equal to population mean 2”.
QUICK SOLUTION WITH EXCEL

We can use Tools/Data Analysis in Excel to reach the same conclusions in few steps:
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Formulate Hypothesis:

1 = average return time NORTHERN students

2 = average return time SOUTHERN students
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2. Use tstatistic    Given n < 30  and population variance unknown 
3. Decision rule:    If ttest > tcritical   or  If ttest < -tcritical   Reject Ho
4. In Excel Click Tools/Data Analysis
Choose t-Test: Two-sample assuming equal variances
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Follow the instructions and fill in information about VARIABLE 1 RANGE and VARIABLE 2 RANGE.  Write 0 in Hypothesized Mean difference.  Select an output range within the same page and click OK.


A table with the results will appear:
	t-Test: Two-Sample Assuming Equal Variances
	

	 
	Variable 1
	Variable 2
	

	Mean
	3.96
	5.285714
	

	Variance
	7.333
	4.321429
	

	Observations
	5
	7
	

	Pooled Variance
	5.526057143
	
	

	Hypothesized Mean Difference
	0
	
	

	df
	10
	
	

	t Stat
	-0.963131639
	
	

	P(T<=t) one-tail
	0.179096513
	
	

	t Critical one-tail
	1.812461102
	
	

	P(T<=t) two-tail
	0.358193026
	
	

	t Critical two-tail
	2.228138842
	 
	


Notice that all the information is in this table:  mean, variance, pooled variance, degrees of freedom, tstatistic, tcritical!!
t Stat =  -0.963

t critical two tail =  2.23

5. Draw a conclusion
Given that  tstatistic 0.966 < t critical  +2.23  Do not reject Ho.
“We have enough statistical grounds to say that population mean 1 is equal to population mean 2”.
DEPENDENT SAMPLES

We consider samples to be dependent when the outcome of one of them is related in some way to the outcome of the other, or both are driven by a common factor.  
e.g.  if you are testing whether the sales of customers at your branch # 1 are the same before/after giving them a free booklet of discounts coupons;  or whether customers for NORTHERN library have the same book-return times before/after imposing a penalty of $10/day overdue.  
The samples will be dependent as we’ll select the same individuals before/after to track their differences.  This is what we call PAIRED SAMPLES, and we’ll need to compute the difference (d) between the data of the two samples and treat that result as if it were ONE data set.  Then compute the sample mean (
[image: image24.wmf]d

) and formulate it as a hypothesis test for paired samples.   

This has a major implication samples size MUST be the same.
Of course you will have cases of users who drop the study, or simply don’t show up anymore, in those cases you are allowed to eliminate that observation and justify it in your study.
To perform a hypothesis test, all the steps of the test remain the same, with the consideration that we will be using a variable d in each one of the Z or t formulas:
and t-test
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    where 
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Z critical and t critical are computed as always with the Excel formulas learned before.
Application of Hypothesis Test for Difference of dependent means.

As an extension to the previous problem, Let’s say that you want to test whether book-return times are shorter after the penalization, testing at a 0.05 level of significance and you gather information from 7 students:
First you will need to build a table with the outcomes of both samples, with the same sample size:
	Book-return times (days)

	Student
	Before
	After

	A
	2
	3

	B
	3
	1.3

	C
	2.5
	2.2

	D
	4.3
	2.4

	E
	2.2
	2

	F
	2.3
	2.1

	G
	1.3
	1.2


Next, open a new column called d and compute the difference between return-time before and return-time after the penalization. 
	Book-return time (in days)

	Student
	Before
	After
	d= B - A

	A
	2
	3
	-1

	B
	3
	1.3
	1.7

	C
	2.5
	2.2
	0.3

	D
	4.3
	2.4
	1.9

	E
	2.2
	2
	0.2

	F
	2.3
	2.1
	0.2

	G
	1.3
	1.2
	0.1

	
	
	
	=average(-1,……0.1)


Once you have that column, compute the mean of d.  This mean is called 
[image: image27.wmf]d

 average difference of return-time after the penalization.  If return times have improved, time after the penalization will be smaller, and on average 
[image: image28.wmf]d

will be positive.  
[image: image29.wmf]d

 will be used to test the hypothesis of “true” population mean d.
Use SOCR Analyses (http://socr.ucla.edu/htmls/SOCR_Analyses.html):

Choose Paired-Sample T-statistics!
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Sample size = 7


Variable 1 = Before


Variable 2 = After


Results of Two Paired Sample T-Test:


Let Difference = Variable 2 - Variable 1


Mean of Variable 1 = 2.514


Mean of Variable 2 = 2.029


Mean of Difference  = -.486


Variance of Difference  = 1.002


Standard Error of Difference  = .379


Degrees of Freedom = 6


T-Statistics             = -1.282


One-Sided P-Value = .124


Two-Sided P-Value = .247


Step 1  Identify the population parameters

1 = average return time before the penalization fee

2 = average return time after the penalization fee

Upper-tailed test.
Step 2  Determination of the test 
The test to be used is a t-test, because the population variance is unknown and n<30.  
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Step 3  Computation of critical value and definition of Decision Rule
=TINV( *2, n-1) =TINV(0.10, 6)   =  1.94
Notice again that we adjust 0.05* 2 to plug it in the formula for critical t.

Decision rule is:  Reject null hypothesis if t-statistic is greater than t-critical 1.94.

Step 4:  Computation of  statistic (t or Z)

	Student
	Before
	After
	d= B - A
	(d-
[image: image35.wmf]d

)2

	A
	2
	3
	-1
	2.207304

	B
	3
	1.3
	1.7
	1.474524

	C
	2.5
	2.2
	0.3
	0.034484

	D
	4.3
	2.4
	1.9
	2.000244

	E
	2.2
	2
	0.2
	0.081624

	F
	2.3
	2.1
	0.2
	0.081624

	G
	1.3
	1.2
	0.1
	0.148764

	
	
	
	3.4
	6.02
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Step 5:   Draw a conclusion from the Decision Rule.
Since 1.28 is less than 1.94, it falls in the non-rejection area, so we don’t reject he Null hypothesis.  
“There is enough statistical grounds to say that there is a difference between the return times before and after the penalization”

QUICK ANSWER WITH excel
1. Upper-tailed hypothesis test


2. Use t-test because n< 30
3. Decision rule is:   if t-test > t-critical  Reject Ho, otherwise don’t reject Ho.

4. In excel, click TOOLS/DATA ANALYSIS/t-test Paired Two Sample for Means
Range the information “before” and “after”, choose 0 for the difference; select an output range, click ok.

	t-Test: Paired Two Sample for Means
	

	
	
	

	 
	Before
	After

	Mean
	2.514285714
	2.028571429

	Variance
	0.884761905
	0.389047619

	Observations
	7
	7

	Pearson Correlation
	#N/A
	

	Hypothesized Mean Difference
	0
	

	df
	6
	

	t Stat
	1.545109598
	

	P(T<=t) one-tail
	0.086636817
	

	t Critical one-tail
	1.943180274
	

	P(T<=t) two-tail
	0.173273633
	

	t Critical two-tail
	2.446911846
	 


Notice t Stat and t Critical, where tstat < t Critical, Don’t reject Ho.
The same results in less than 2 minutes!

See you in class![image: image39.png]
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Ho:   = 


Ha:  1  ≠ 2  
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Ho:  d = 0


Ha:  d  > 0
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Ho:  d = 0
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